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Agenda

Introductions - 5 minutes

Basics - AI, LLMs and GenAI - 10 minutes

Impact of GenAI in Education - 15 minutes

Hands-On Demos and Activities - 10 minutes

Future of AI, Conclusions - 10 minutes 

Q&A - 10 minutes
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Abstract
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Generative AI, as championed by conversation chatbots like ChatGPT, has 
greatly impacted higher education for the past year or so. 

This presentation delves into the basics of Large Language Models (LLMs), 
prompt engineering, fine tuning and the impact of these technologies in the 
classroom. 

Participants with laptops can engage in hands-on activities, but this is 
optional. 

This presentation will provide the latest updates in the core features and 
usage of popular AI tools such as closed models such as ChatGPT from 
OpenAI, Claude from Anthropic, and Gemma from Google as well as open 
source models in HuggingFace such as Mistral and Llama from Meta.



Introduction - What is AI anyway?!
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The MNIST database (Modified National 
Institute of Standards and Technology 
database) is a large database of 
handwritten digits that is commonly 
used for training various image 
processing systems.

The MNIST database contains 60,000 training 
images and 10,000 testing images. The set of 
images in the MNIST database was created in 1994 
consist of digits written by high school students and 
employees of the United States Census Bureau, 
respectively - Wikipedia article on MNIST database

1994
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1996
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Attention Is All 
You Need paper 
on Transformers, 
Vasvani et al. 
(2017)
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What are LLMs and GenAI?
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Transformer (the T in GPT) -> word vectors into predictions
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Transformer -> Context + Prediction
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Biases, Fake Content, Hallucinations etc.
● LLMs are only as good as their quality and quantity of trained data + RLHF

○ Biases are inherent in the training samples and reinforcement learning/reward process
● Human feedback and guardrails do prevent some abuse and wrongdoing

○ But, these precautions can be exploited by hackers and other automated methods
● There is rampant scope for misuse and abuse (just like the Internet!)

○ Finding and using illegal and/or harmful content
○ Influencing users with misinformation and other harmful content
○ Generative AI often does not provide citations or attribution to the source of the content

● Hallucinations
○ Happens because LLMs are trained to predict words/tokens based on input words/tokens
○ LLMs are trained to generate content that appears correct, but may be factually incorrect!

● Proprietary LLMs are very expensive to train, maintain and litigate!
○ Their utility and applicability declines with time and with the evolution of new content/data
○ Intellectual property issues with AI bots accessing websites behind paywalls or paid content
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Deepfakes

They don’t just target celebs...
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